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P-value = 0.28

WatermarkedNo Watermark

P-value = 1.77e-09

Attacked

P-value = 0.52

TRW: “Cars are parked on the street near an old building”

WDM: “A bench at the beach next to the sea”

P-value = 3.73-11 P-value = 0.08P-value = 0.13

DWT: “A blue train on some train tracks about to go under a bridge”

P-value = 2.33-10 P-value = 0.57P-value = 0.30

DWT-SVD: “A white horse standing on top of a dirt field.”

P-value = 2.33-10 P-value = 0.05P-value = 0.30

RivaGAN: “Donuts with frosting and glazed toppings sit on table next to coffee maker”

P-value = 2.33-10 P-value = 0.43P-value = 0.30
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  Threat Model

 Discussion
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• Adaptive: Attacker knows the 
watermarking algorithm, but not the 
secret watermarking key


• Surrogate Model: Controls less 
capable, open-source generator


• Compute: Limited resources, cannot 
train their own generator from scratch


• Dataset: Any public image dataset 

• Queries: Limited in the number of 

queries to the watermarked generator


Goals:

• Evade watermark detection (p>0.01)

• Preserve image quality (FID, CLIP score)

• Untrustworthy users can misuse 
 image generators (e.g., deepfakes)


• Watermarking makes deepfakes 
detectable, but requires robustness


• How do we know that an (adaptive) 
attack is optimal (i.e., best possible)?


• Our Solution: Approach attack as 
optimization over surrogate keys by 
making watermark verification 
differentiable, i.e., easily optimizable


• Results: All surveyed watermarks are 
broken for 1 billion parameter models

• Watermarking needs to be 
trustworthy, but we lack strong 
attackers. Robustness test needs  
adaptive, learnable attackers 


• We evaluate adv. noising and 
compression, but more effective 
attacks (image edits) possible


• We point to design flaws in 
existing watermarking methods


• Not disclosing algorithm prevents 
attacks, but is vulnerable to whom 
this information is released
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