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Privacy Concerns in ChatBots

Bloomberg, 2023 [1] Business Insider, 2023 [2]

Bloomberg, 2023 [5]BBC News, 2023 [3,4]
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Terms of use

ChatGPT, OpenAI [6]

Bard, Google [7]
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Privacy Threats

GPT-4 Technical Report, 2023 [8]
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Privacy Concerns for Code-Completion

Techspot, 2014 [9]

Bleedingcomputer, 2023 [11]

Analytics Drift, 2021 [10]
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Few-Shot In Context Learning versus Fine-Tuning

- (Task Specific) Higher accuracy and better quality of responses

- (Improved Control) Examples shown to LM are not limited by context size

- (Pricing & Speed) Shorter prompts can save tokens and reduce latency

 GPT3.5 
Pre-Training: ~10m USD 
Fine-Tuning: ~5-10k USD 

PEFT: <1k USD 
[12]

- (Stability) Less sensitive to query formatting issues
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Motivation

Training 

Language 
Model 

About whom By whom

John is a doctor from Sunset Street 

John Doe is a doctor in London A
John Doe lives on Sunset Street B

C
John Doe works in London

A

Generate Text

Prompting

API Access

Once upon a time, there existed a tale 
of medical students John Doe and his 
girlfriend, Jane Doe. In the year 2022, 
John resided at Sunset Street while 
pursuing his medical education. 
Alongside his friend Jane, he worked 
at the LHS Hospital located in the 
bustling heart of downtown London. 
Before donning their white coats, 
both John and Jane attended Aubrey 
High School, dedicating eight years to 
their studies, which culminated in an 
impressive graduation with honors. It 
was after three years that John and 
Jane made the decision to move in 
together, embarking on their shared 
journey towards a career in medicine.
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Motivation
Once upon a time, there existed a tale 
of medical students John Doe and his 
girlfriend, Jane Doe. In the year 2022, 
John resided at Sunset Street while 
pursuing his medical education. 
Alongside his friend Jane, he worked 
at the LHS Hospital located in the 
bustling heart of downtown London. 
Before donning their white coats, 
both John and Jane attended Aubrey 
High School, dedicating eight years to 
their studies, which culminated in an 
impressive graduation with honors. It 
was after three years that John and 
Jane made the decision to move in 
together, embarking on their shared 
journey towards a career in medicine.

John Doe

Sunset  Street
Jane Doe

John

LHS  Hospital
Jane

London

Aubrey
High School

John Jane

John
Jane

1.) PII Extraction
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 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.

Motivation
Once upon a time, there existed a tale 
of medical students John Doe and his 
girlfriend, Jane Doe. In the year 2022, 
John resided at Sunset Street while 
pursuing his medical education. 
Alongside his friend Jane, he worked 
at the LHS Hospital located in the 
bustling heart of downtown London. 
Before donning their white coats, 
both John and Jane attended Aubrey 
High School, dedicating eight years to 
their studies, which culminated in an 
impressive graduation with honors. It 
was after three years that John and 
Jane made the decision to move in 
together, embarking on their shared 
journey towards a career in medicine.

1.) PII Extraction

2.) PII Reconstruction & 3.) PII Inference

John Doe
Sunset  Street

Jane Doe

LHS  Hospital

London
Aubrey High School

Real Fictional

John Doe
a man

Abe Erb
Michael 

9.21

8.75

7.75

6.54

Language 
Model 

Real Sentence

9



PII Candidates

John Doe,Teo Peric

 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.

Motivation
Once upon a time, there existed a tale 
of medical students John Doe and his 
girlfriend, Jane Doe. In the year 2022, 
John resided at Sunset Street while 
pursuing his medical education. 
Alongside his friend Jane, he worked 
at the LHS Hospital located in the 
bustling heart of downtown London. 
Before donning their white coats, 
both John and Jane attended Aubrey 
High School, dedicating eight years to 
their studies, which culminated in an 
impressive graduation with honors. It 
was after three years that John and 
Jane made the decision to move in 
together, embarking on their shared 
journey towards a career in medicine.

2.) PII Reconstruction & Inference

John Doe
a man

Abe Erb
Teo Peric

9.21

8.75

7.75

6.54

Language 
Model 

Real Sentence

Reconstruction Inference

John Doe
a man

Abe Erb
Teo Peric

9.21

8.75

7.75

6.54

John Doe
a man

Abe Erb
Teo Peric

9.21

8.75

7.75

6.549



Motivation

Training 

Language 
Model 

About whom By whom

John is a doctor from Sunset Street 

John Doe is a doctor in London A
John Doe lives on Sunset Street B

C
John Doe works in London

A

Generate Text

Prompting

API Access

Once upon a time, there existed a tale 
of medical students John Doe and his 
girlfriend, Jane Doe. In the year 2022, 
John resided at Sunset Street while 
pursuing his medical education. 
Alongside his friend Jane, he worked 
at the LHS Hospital located in the 
bustling heart of downtown London. 
Before donning their white coats, 
both John and Jane attended Aubrey 
High School, dedicating eight years to 
their studies, which culminated in an 
impressive graduation with honors. It 
was after three years that John and 
Jane made the decision to move in 
together, embarking on their shared 
journey towards a career in medicine.

Differential 
Privacy?

PII Scrubbing?
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Motivation

Training 

Language 
Model 

About whom By whom

[MASK] is a doctor from [MASK] 

[MASK] is a doctor in [MASK] A
[MASK] lives on [MASK] B

C
[MASK] works in [MASK]

A

Generate Text

Prompting

API Access

Once upon a time, there existed a tale 
of medical students John Doe and his 
girlfriend, Jane Doe. In the year 2022, 
John resided at Sunset Street while 
pursuing his medical education. 
Alongside his friend Jane, he worked 
at the LHS Hospital located in the 
bustling heart of downtown London. 
Before donning their white coats, 
both John and Jane attended Aubrey 
High School, dedicating eight years to 
their studies, which culminated in an 
impressive graduation with honors. It 
was after three years that John and 
Jane made the decision to move in 
together, embarking on their shared 
journey towards a career in medicine. Michael 

Differential 
Privacy?

PII Scrubbing?
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Motivation

Training 

Language 
Model 

About whom By whom

John is a doctor from Sunset Street 

John Doe is a doctor in London A
John Doe lives on Sunset Street B

C
John Doe works in London

A

Generate Text

Prompting

API Access

Once upon a time, there existed a tale 
of medical students John Doe and his 
girlfriend, Jane Doe. In the year 2022, 
John resided at Sunset Street while 
pursuing his medical education. 
Alongside his friend Jane, he worked 
at the LHS Hospital located in the 
bustling heart of downtown London. 
Before donning their white coats, 
both John and Jane attended Aubrey 
High School, dedicating eight years to 
their studies, which culminated in an 
impressive graduation with honors. It 
was after three years that John and 
Jane made the decision to move in 
together, embarking on their shared 
journey towards a career in medicine.

Differential 
Privacy?
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Problems with Differential Privacy

Training 

Language 
Model 

About whom By whom

John is a doctor from Sunset Street 

John Doe is a doctor in London A
John Doe lives on Sunset Street B

C
John Doe works in London

A

Generate Text

Prompting

API Access

Differential 
Privacy?

Privacy at the cost of Model Utility

With DP
Without  

DP
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Problems with Differential Privacy

Training 

Language 
Model 

About whom By whom

John is a doctor from Sunset Street 

John Doe is a doctor in London A
John Doe lives on Sunset Street B

C
John Doe works in London

A

Generate Text

Prompting

API Access

Differential 
Privacy?

DP protects against an attacker 
learning by whom data was 

provided, but not about whom it 
contains information. 
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Problems with Differential Privacy

Training 

Language 
Model 

About whom By whom

John is a doctor from Sunset Street 

John Doe is a doctor in London A
John Doe lives on Sunset Street B

C
John Doe works in London

A

Generate Text

Prompting

API Access

Differential 
Privacy?

Group-level DP can help but ..  

1) Group sizes are not always known a priori 
and under worst-case assumptions has 
 deleterious impact on model utility. 

2) PII Duplication across groups

13



Problems with PII Scrubbing

Training 

Language 
Model 

About whom By whom

John is a doctor from Sunset Street 

John Doe is a doctor in London A
John Doe lives on Sunset Street B

C
John Doe works in London

A

Generate Text

Prompting

API Access

PII Scrubbing?
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Problems with PII Scrubbing

Training 

Language 
Model 

About whom By whom

[MASK] is a doctor from [MASK] 

[MASK] is a doctor in [MASK] A
[MASK] lives on [MASK] B

C
[MASK] works in [MASK]

A

Generate Text

Prompting

API Access

PII Scrubbing?

13



Problems with PII Scrubbing

Training 

Language 
Model 

About whom By whom

[MASK] is a doctor from [MASK] 

[MASK] is a doctor in [MASK] A
[MASK] lives on [MASK] B

C
[MASK] works in [MASK]

A

Generate Text

Prompting

API Access

Privacy at the cost of Model Utility

With Scrubbing

Without  
DP

PII Scrubbing?
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Problems with PII Scrubbing

Training 

Language 
Model 

About whom By whom

[MASK] is a doctor from [MASK] 

[MASK] is a doctor in [MASK] A
[MASK] lives on [MASK] B

C
[MASK] works in [MASK]

A

Generate Text

Prompting

API Access

PII Scrubbing?

Methods to optimize 
the privacy/utility  

trade-off are missing.  
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Related Work

Carlini et al., 2020 Carlini et al., 2022

SequencesCanaries

Carlini et al., 2019

N-grams

McCoy et al., 2019

PII Leakage 
 In Pre-Trained LMs 

Huang et al., 2022
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Related Work
Privacy in LMs

Is public data truly public?

- Data shared to intentionally violate someone’s privacy (e.g., “doxing”) 

- Social media posts issued to a small target audience (“in-group sharing”)

- Accidental leakage of other’s information (e.g., “conversations”) 

Brown et al., 2022
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Security Games for PII Leakage

See our paper fo
r m

ore details 
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 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.

 Reconstruction Attack

Real Sentence

Language 
Model 

 In early September 2023

Prompt
A group of people went to a conference.

Generated
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John Doe wrote an important memoir.

 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.

 Reconstruction Attack

Real Sentence

Language 
Model 

 In early September 2023

Prompt
A group of people went to a conference.

Generated

Generated
…

Random 
Sampling
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John Doe wrote an important memoir.

 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.

 Reconstruction Attack

Real Sentence

Language 
Model 

A group of people went to a conference.

Generated

Generated
… John Doe, 

Jane Doe
Teo Peric

Tag PII & Construct
Candidate Set Tag PII
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 In early September 2023 
Teo Peric  wrote …

 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.

 Reconstruction Attack

Real Sentence

Language 
Model 

 In early September 2023 
John Doe wrote …

Prompt

Language 
Model 

 In early September 2023 
Jane Doe wrote …

Prompt

Language 
Model 

Prompt

1.11

1.64.

2.64.

John Doe, 
Jane Doe
Teo Peric

Tag PII & Construct
Candidate Set Tag PII Test PII

Perplexity
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 PII Reconstruction Tractability

 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.

Real Sentence

Suffix

Prefix Unknown #Tokens
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Datasets

ECHR       : European Court for Human Rights 
Enron        : Corporate e-mails 
Yelp-Health: Reviews for healthcare facilities
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PII Reconstruction

3x 
improvement
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PII Reconstruction

up to 7x 
Improvement  
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PII Inference
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Once upon a time, there existed a tale 
of two medical students. In the year 
2022, they resided at Sunset Street 
whi le pursuing the i r medica l 
education. Alongside his friend, he 
worked at the LHS Hospital located 
in the bustling heart of downtown 
London. Before donning their white 
coats, both                    and …

Extraction Attack

John DoeJane DoeTeo Peric
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PII Extraction

Duplicated PII are  
leaked more often 
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PII Extraction

High-precision/ 
Low-recall attacks 

7% precision 
with DP



PII Extraction

PII with many tokens 
are protected in DP models 



PII Extraction

Higher recall in 
larger models 



Membership Inference

Scrubbing does not 
prevent MI 
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Membership Inference

Randomly generated 
sequences likely do not  

contain MI signal 



Membership Inference

MI correlates with 
PII reconstruction 



Summary of Results

Undefended models are highly
Vulnerable to all privacy attacks

DP bounds, but does not prevent
the leakage of PII 

Aggressive scrubbing harms utility
and can miss PII (more data needed)

Motivates search for methods with better
Empirical privacy/utility trade-off

9
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Limitations

- (General Applicability) We focus on fine-tuned GPT-2 Language Models (0.12b to 1.7b parameters).

- (Syntactic Similarity) We consider only verbatim leakage (i.e., “John Doe” and “J. Doe” are different)

- (PII Association) Our extraction attacks study leakage in isolation (single PII, no association)

- (Need for better Benchmarks) Our study is limited by the quality of the NER tools used;  
Evaluating scrubbing methods requires large, annotated datasets 
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Outlook

GPT-4 Technical Report, 2023 [8]

1) Fine-tuning to reject requests 
2) Data sanitation 

3) Model evaluation 
4) Query Monitoring (Post-Processing) 

5) Terms of use 
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Check out our Paper for more Information

Evaluation on three datasets: Law, Health and Reviews 

Rigorous security games for PII leakage in LMs

PII Extraction, Reconstruction and Inference Attacks

Taxonomies for PII leakage

Connection between Membership Inference and PII Reconstruction31



Analyzing Leakage of Personally Identifiable
Information in Language Models

GitHub - Source Code

Nils Lukas Ahmed Salem Robert Sim Shruti Tople Lukas Wutschitz Santiago 
Zanella-Béguelin

Source code: https://github.com/microsoft/analysing_pii_leakage  

Full Paper

https://github.com/microsoft/analysing_pii_leakage
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